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Chapter3ATop-Level Views of Computer Function and Interconnection

» Hardware and software approaches
This set of hardware will perform various functions on data depending on control signals applied
to the hardware. In the original case of customized hardware, the systenmaccepts data and produces
results

§ als” and
produces results. Thus, instead of rewiring the hardware ch new pro@rat, the programmer

simply needs to supply a new set of control signals.
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Ilum--: 3.1 Hardware and Software Approaches
Figure 3.1b indicates two major components of the system: an instruction interpreter and a module
of general-purpose arithmetic and logic functions. These two constitute the CPU. Several other
components are needed to yield a functioning computer. Data and instructions must be put into the
system. For this we need some sort of input module.

» Basic Instruction Cycle:



The processing required for a single instruction is called an instruction cycle. Using the simplified
two-step description given, the instruction cycle is depicted.
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Figure 3.3  Basic Instruction Cycle

In Figure 3.3, the two steps are referred to as the fetch cycle and the e_cycle. Program
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» Interrupt
an interrupt is a signal to the processor emitted e indigating an event that
needs immediate attention. An interrupt aler i
the interruption of the current code the pro
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> Instructio State Diagram
The figure is in the fi of a state diagram. For any given instruction cycle, some states may be
null and others may be visited more than once. The states can be described as follows:

« Instruction address calculation (iac): Determine the address of the next instruction to be
executed. Usually, this involves adding a fixed number to the address of the previous instruction.
For example, if each instruction is 16 bits long and memory is organized into 16-bit words, then
add 1 to the previous address.


https://en.wikipedia.org/wiki/Central_processing_unit
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Figure 3.6 Instruction Cycle State Diagram

« Instruction fetch (if): Read instruction from i
« Instruction operation decoding (iod): An
performed and operand(s) to be used.
« Operand address calculation (oa es reference to an operand in
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Figure 12.5 Instruction Cycle State Diagram

> Computer Buses \ /\/

A bus is a communication system that transfers data between components inside a computer, or
between computers. This expression covers all related hardware components (wire, optical fiber,

etc.) and software, including communication protocols. y
Although there are many differ, thé lines can be classified into three

functional groups (Figure 3.16):
The data lines provide a path for em modules. These lines, collectively,

are called the data bus, data bus i 64, 128, or even more separate lines, the
number of lines bei to as the .
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Figure 3.16 Bus Interconnection Scheme

The address lines are used to designate the source or destination of the data on the data bus. For
example, if the processor wishes to read a word (8, 16, or 32 bits) of data from memory, it puts the
address of the desired word on the address lines.

The control lines are used to control the access to and the use of the data and address lines. Because
the data and address lines are shared by all components, there must be a means of controlling their
use.


https://en.wikipedia.org/wiki/Computer

» Traditional Bus Architecture
Figure 3.18a shows some typical examples of 1/0 devices that might be attached to the expansion
bus. Network connections include local area networks (LANSs) such as a 10-Mbps Ethernet and
connections to wide area networks (WANS) such as a packet-switching network.
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Figure 3.18 Example Bus Configurations

The latter is a high-speed bus a esigped to support high-capacity 1/0
i i i nsion bus, with an interface buffering

METHOD OF AR
control of the bus.
In a centralized scheme, a single hardware device, referred to as a bus controller or arbiter, is
responsible for allocating time on the bus.

Ina distributed scheme, there is no central controller. Rather, each module contains access control
logic and the modules act together to share the bus.

RATION Inall but the simplest systems, more than one module may need

METHOD OF ARBITRATION Inall but the simplest systems, more than one module may need
control of the bus.



In a centralized scheme, a single hardware device, referred to as a bus controller or arbiter, is
responsible for allocating time on the bus.
Table 3.2 Elements of Bus Design

Type Bus Widih
Dedicated Address
Multiplexed Data

Method of Arbitration Data Transfer Type
Centralized Read
Distributed Write

Timing Read-modify-write
Synchronous Read-after-write
Asynchronous Block

synchronous timing or asynchronous ti
With synchronous timing, the occurr
includes a clock line upon which g,clo
equal duration.

With asynchronous timing,

rmined by a clock. The bus
ce of alternating 1s and Os of

address.
Read-after-write is
from the same addreSs.

Some bus systems also support a block data transfer. In this case, one address cycle is followed
by n data cycles.

ndivisible operation consisting of a write followed immediately by a read

PCI Bus

The peripheral component interconnect (PCI) is a popular high-bandwidth, processor-independent
bus that can function as a peripheral bus. Compared with other common bus specifications, PCI
delivers better system performance for high-speed 1/0 subsystems (e.g., graphic display adapters,
network interface controllers, disk controllers, and so on).



» PCI Bus typical Desktop system

Figure 3.22a shows a typical use of PCI in a single-processor system. A combined DRAM
controller and bridge to the PCI bus provides tight coupling with the processor and the ability to

deliver data at high speeds.
The bridge acts as a data buffer so that the speed of the PCI bus may differ from that of the

processor’s I/O capability.
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(a) Typical desktop system
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stem (Figure 3.22b), one or more PCI configurations may be connected by

bridges to the pro "¢ system bus. The system bus supports only the processor/cache units,

main memory, and t

Again, the use of bridges keeps the PCI independent of the processor speed yet provides the ability
to receive and deliver data rapidly.
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Figure 3.22  Example PCI Configurations

» PCI Commands
Bus activity occurs in the form o
a bus master acquires control
The commands are as follows:

r, or master, and a target. When
us, it determines theWype of transaction that will occur next.

* Interrupt Acknowle
« Special Cycle
* 1/0 Read
* 1/0 Write

« Configuration
« Configuration Wri
« Dual address Cycl



