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Abstract— There are few end-users today who make afreal security applications. These applicaticiend

to be too complicated, exposing too much detailttoé cryptographic process. Users need simple inhére
security that doesn’t require more of them simpljicking the secure checkbox. Cryptography is a firs
abstraction to separate specific algorithms from ngeic cryptographic processes in order to eliminate
compatibility and upgradeability problems. The coidea is enhance the security of RSA algorithm. this
dissertation public key algorithm RSA and enhancB$A are compared analysis is made on time based on
execution time.

. INTRODUCTION

Data communication is an important aspect of otingj. So, protection of data from misuse is essknfi
cryptosystem defines a pair of data transformataiked encryption and decryption. Encryption iplagd to
the plain text i.e. the data to be communicatedraaluce cipher text i.e. encrypted data using quiy key.
Decryption uses the decryption key to convert diptext to plain text i.e. the original data. Novf,the
encryption key and the decryption key is the samenz can be derived from the other then it is saithe
symmetric cryptography. This type of cryptosystesn te easily broken if the key used to encryptemrygpt
can be found. To improve the protection mechanismli® Key Cryptosystem was introduced in 1976 by
Whitfield Diffe and Martin Hellman of Stanford Urevsity. It uses a pair of related keys one for yotboon and
other for decryption. One key, which is called gnavate key, is kept secret and other one knowpudic key
is disclosed. The message is encrypted with pleljcand can only be decrypted by using the prikete So,
the encrypted message cannot be decrypted by anwdme knows the public key and thus secure
communication is possible. RSA (named after ithanst — Rivest, Shamir and Adleman) is the most f@opu
public key algorithm. In relies on the factorizatiproblem of mathematics that indicates that gavesery large
number it is quite impossible in today’s aspecfitd two prime numbers whose product is the givamhber.
As we increase the number the possibility for faogpthe number decreases. So, we need very langders
for a good Public Key Cryptosystem. GNU has an kewtlibrary called GMP that can handle numbers of
arbitrary precision. We have used this library mpiement RSA algorithm. As we have shown in thipgra
number of bits encrypted together using a publig kas significant impact on the decryption time dhel
strength of the cryptosystem.

Il. CRYPTOGRAPHY

Cryptography from Greek , "hidden, secret" respectively is pinactice and study of techniques for secure
communication in the presence of third partieslédahdversaries).More generally, it is about cartsing and
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analyzing protocols that overcome the influenceadfersarieand which are related to various aspects in
information security such as data confidentialiigta integrity, authentication, and non-repudiatidtodern
cryptography intersects the disciplines of mathé&wsatcomputer science, and electrical engineering.
Applications of cryptography include ATM cards, qumer passwords, and electronic commerce.

Cryptography prior to the modern age was effecfivefnonymous withencryption, the conversion of
information from a readable state to apparent nseseThe originator of an encrypted message shaesd
decoding technique needed to recover the origiratmiation only with intended recipients, therebggiuding
unwanted persons to do the same. Since World \&ad lthe advent of the computer, the methods usedrty
out cryptology have become increasingly complexigmdpplication more widespread.

Modern cryptography is heavily based on mathemiatieeory and computer science practice. Cryptog@aph
algorithms are designed around computational hasiassumptions, making such algorithms hard tokkirea
practice by any adversary. It is theoretically plaissto break such a system but it is infeasiblelacso by any
known practical means. These schemes are therforeed computationally secure; theoretical advarces
faster computing technology require these solutitmsbe continually adapted. There exist information
theoretically secure schemes that provably canmotbibken even with unlimited computing power—an
example is the one-time pad—but these schemes are difficult to implement than the best theordtica
breakable but computationally secure mechanisms.

21 CRYPTOGRAPHY KEY BASICS

The two components required to encrypt data a@gorithm and a key. The algorithm generally kncanad
the key is kept secret.

The key is a very large number that should be imiptesto guess, and of a size that makes exhaustieh
impractical.

In a symmetric cryptosystem, the same key is usedehcryption and decryption. In an asymmetric
cryptosystem, the key used for decryption is déferfrom the key used for encryption.

22KEY PAIR

In an asymmetric system the encryption and deagpteys are different but related. The encryptiey Is
known as the public key and the decryption keyrisvin as the private key. The public and privateskase
known as a key pair.

Where a certification authority is used, remembat it is the public key that is certified and tog¢ private
key. This may seem obvious, but it is not unknowamaf user to insist on having his private key Gedi

23KEY COMPONENT

Keys should whenever possible be distributed bgtedaic means, enciphered under previously estadiis
higher-level keys. There comes a point, of couresemno higher-level key exists and it is necesgagstablish
the key manually.

A common way of doing this is to split the key irdeveral parts (components) and entrust the parés t
number of key management personnel. The idea isitivee of the key parts should contain enough mé&tion
to reveal anything about the key itself.

Usually, the key is combined by means of the exett©R operation within a secure environment.

In the case of DES keys, there should be an odtbeu of components, each component having oddyparit
Odd parity is preserved when all the components @mbined. Further, each component should be
accompanied by a key check value to guard aga@gng errors when the component is entered inteyiséeem.

A key check value for the combined components shalgo be available as a final check when the last
component is entered.

A problem that occurs with depressing regularitythia real world is when it is necessary to re-eatéey
from its components. This is always an emergentyason, and it is usually found that one or mof¢he key
component holders cannot be found. For this reésisrprudent to arrange matters so that the corapisnare
distributed among the key holders in such a wayrbaall of them need to be present.

For example, if there are three components (C1,&3,and three key holders (H1, H2, H3) then Hlldou
have (C2, C3), H2 could have (C1, C3) and H3 cdwade (C1, C2). In this arrangement any two outhef t
three key holders would be sufficient.

lll. TYPESOF CRYPTOGRAPHY

3.1 Symmetric-key cryptography
Symmetric-key cryptography refers to encryption moels in which both the sender and receiver shae th
same key.
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Symmetric key ciphers are implemented as eitheckbtiphers or stream ciphers. A block cipher eneiph
input in blocks of plaintext as opposed to indivatlaharacters, the input form used by a streameciph

The data Encryption Standard(DES) and the Advakaeatyption Standard(AES) are block cipher designs
which have been designated cryptography standarttsebUS government Despite its deprecation adfigiab
standard, DES remains quite popular, it is usedssca wide range of applications, from ATM encryptio e-
mail privacy and secure remote access. Many othlmklciphers have been designed and releasedreith
considerable variation in quality. Many have besroughly broken,, such as FEAL.

Stream ciphers, in contrast to the ‘block’ typegate an arbitrarily long stream of key materialjclhis
combined with the plaintext bit-by-bit or charactdry-character, somewhat like the one time pad #tream
cipher, the output stream based on a hidden staitthwhanges as the cipher operates.

ab Encryption Decryption ab
ed ed
L ¥
plaintext ciphertext plaintext
Key Key

3.1.1 Symmetric key Cryptography

3.2 Asymmetric key Cryptography

Public-key cryptography refers to a cryptographic system requiring twoasafe keys, one of which is
secret and one of which is public. Although differethe two parts of the key pair are mathematjciatiked.
One key locks or encrypts the plaintext, and tHeeounlocks or decrypts the cipher text. Neithey kan
perform both functions by itself. The public key ynige published without compromising security, whihe
private key must not be revealed to anyone notaizthd to read the messages.

Public-key cryptography uses asymmetric key algorg (such as RSA), and can also be referred thdy t
more generic term "asymmetric key cryptography.& Bligorithms used for public key cryptography aaseul
on mathematical relationships that presumably havefficient solution. Although it is computatiohakasy
for the intended recipient to generate the pubiid private keys, to decrypt the message using tivatp key,
and easy for the sender to encrypt the messagg tlsnpublic key, it is extremely difficult (or efftively
impossible) for anyone to derive the private keasdal only on their knowledge of the public key.

This is why, unlike symmetric key algorithms, abpa key algorithm doeswot require a secure initial
exchange of one (or more) secret keys betweenretiges and receiver. The use of these algorithnesadlews
the authenticity of a message to be checked byingea digital signature of the message using tiheate key,
which can then be verified by using the public Keypractice, only a hash of the message is tylyiescrypted
for signature verification purposes.

Thisisa 5 QIHEE:R.JDE Thisies
clear text I*,Tlt:l'\,-'pt — - “:L L ‘:UEL — - ]juﬂ["‘.-'l'ﬂ ] clear texi
mETRige : E\]mﬂ. ﬂ-’ﬂ‘ £ LUl
ke f ThHo P ¢
Encrypted Message B :
r.‘._‘__\_ i dlr ——
i EF i |
Boh’s Roh’s Bob
Public Key Private Key

3.2.1 Asymmetric key Cryptography

3.3 Block Cipher and Stream Cipher Cryptanalysis

Definition of Block Cipher

Block ciphers encrypt information by breaking itwdo into blocks and encrypting data in each block. A
block cipher encrypts data in fixed sized blocksnfmonly of 64 bits).

© 2013, IJICSMC All Rights Reserved 128



M. Preethat al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 6, June- 2013, pg. 128-13

Plaintext
(IITTTIIT]

Block Cipher
Key *| Encryption

'

(ITITTITI]
Ciphertext

3.3.1 Block Cipher
Definition of Stream Cipher
A stream cipher consists of a state machine thgiubs at each state transition one bit of inforamatThis
stream of output bits is commonly called the rugnkey. The state machine is nothing more than adise
random number generator.

Small Small
random key random key
Stream cipher Stream cipher
Keystream Keystream
(pseudo-random string) (pseudo-random string)

P1ainmxt’C¢> Ciphertext i Plaintext
+ ;: + }_p.,

IV. ALGORITHMS

4.1DES

The Data Encryption Standard (DES) was developetieénl970s by the National Bureau of Standards with
the help of the National Security Agency. Its pupads to provide a standard method for protectemgiive
commercial and unclassified data. IBM created tihgt ©draft of the algorithm, calling it LUCIFER. [
officially became a federal standard in Novembet @76.

Fundamentally DES performs only two operations tsninput, bit shifting, and bit substitution. Theyk
controls exactly how this process works. By doihgse operations repeatedly and in a non-linear erayou
end up with a result which cannot be used to negrigne original without the key. Those familiar lwvithaos
theory should see a great deal of similarity to WbB&S does. By applying relatively simple operasion
repeatedly a system can achieve a state of nedraosidomness.

DES works on 64 bits of data at a time. Each 64 diitdata is iterated on from 1 to 16 times (1&hesDES
standard). For each iteration a 48 bit subset @b bit key is fed into the encryption block regeneted by the
dashed rectangle above. Decryption is the invefsiheo encryption process. The "F' module shownhe t
diagram is the heart of DES. It actually considtiseveral different transforms and non-linear sitigtgbns.
Consult one of the references in the bibliogragindetails.

Recent analysis has shown despite this controvénay,DES is well designed. DES is theoreticallgkan
using Differential or Linear Cryptanalysis but iraptise is unlikely to be a problem yet. Also raait/ances in
computing speed though have rendered the 56 bitskegeptible to exhaustive key search, as predizyed
Diffie & Hellman. Have demonstrated breaks:

- 1997 on a large network of computers in a few then

- 1998 on dedicated h/w (EFF) in a few days

- 1999 above combined in 22hrs!
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41.1TRIPLE DES

The potential vulnerability of DES to a brute-forattack, there has been considerable intereshdiny an
alternative. One approach is to design a complketeaigorithm. Another alternative, which would ggeve the
existing investment in software and equipmentpigge multiple encryptions with DES and multiplergke

Encryption of morethan one block

As with all block ciphers, encryption and decryptiof multiple blocks of data may be performed using
variety of modes of operation, which can generiadlydefined independently of the block cipher altoni

4.1.2 Triple DES Security

In general, Triple DES with three independent kiggsiing option 1) has a key length of 168 bits €th56-
bit DES keys), but due to the meet-in-the-middiack, the effective security it provides is only21hits.
Keying option 2 reduces the key size to 112 bitswelver, this option is susceptible to certain chgslaintext
or known-plaintext attacks, and thus, it is desigddy NIST to have only 80 bits of security.

The best attack known on keying option 1 requimesiad 2? known plaintexts, 22 steps, 2 single DES
encryptions, and % memories. This is not currently practical and NI&dhsiders keying option 1 to be
appropriate through 2030. If the attacker seeksdisoover any one of many cryptographic keys, thisra
memory-efficient attack which will discover one Zf keys, given a handful of chosen plaintexts per &eg
around 2* encryption operations.

DES is now considered to be insecure for many epiins. This is chiefly due to the 56-bit key dimgng
too small.

4.2 AES

AES is based on a design principle known as a sutish-permutation network, and is fast in botlitsare
and hardware. Unlike its predecessor DES, AES doésise a Feistel network. AES is a fixed blode sof
128 bits, and a key size of 128, 192, or 256 Hiscontrast, to that may be any multiple of 32 Hitsth with a
minimum of 128 and a maximum of 256 bits.

AES operates on a 4x4 column-major order matribbyks, termed thetate, although some versions of
Rijndael have a larger block size and have additicolumns in the state. Most AES calculationsdamee in a
special finite field.

The key size used for an AES cipher specifies thmabrer of repetitions of transformation rounds tatvert
the input, called the plaintext, into the final put, called the cipher text.

For cryptographers, a cryptographic "break" is himg faster than a brute force—performing one trial
decryption for each key (see Cryptanalysis). Thidudes results that are infeasible with currenhmelogy.
The largest successful publicly known brute forttack against any block-cipher encryption was agtedn64-
bit RC5.

4.3BLOW FISH

Blowfish is a keyed, symmetric block cipher, designed i83LBy Bruce Schneier and included in a large
number of cipher suites and encryption productswiish provides a good encryption rate in softwane no
effective cryptanalysis of it has been found tced&towever, the Advanced Encryption Standard naeives
more attention.

Schneier designed Blowfish as a general-purposwitiign, intended as an alternative to the agein® R&d
free of the problems and constraints associateld other algorithms. At the time Blowfish was reledsmany
other designs were proprietary, encumbered by paterwere commercial/government secrets.

Blowfish has a 64-bit block size and a variable length from 32 bits up to 448 bits. It is a 16mduFeistel
cipher and uses large key-dependent S-boxes.

Decryption is exactly the same as encryption, extiegt P1, P2,..., P18 are used in the reverse.oftés is
not so obvious because XOR is commutative and &diec

Because the P-array is 576 bits long, and the kegsbare XOR through all these 576 bits during the
initialization, many implementations support keges up to 576 bits. While this is certainly possitthe 448
bits limit is here to ensure that every bit of gvsub key depends on every bit of the key, asakefour values
of the P-array don't affect every bit of the ciphekt. This point should be taken in consideratfon
implementations with a different number of rounds,even though it increases security against aaustive
attack, it weakens the security guaranteed by ldparithm. And given the slow initialization of the@pher with
each change of key, it is granted a natural prisecgainst brute-force attacks, which doesn'tyéastify key
sizes longer than 448 bits.

Blowfish was one of the first secure block cipheos subject to any patents and therefore freelylaa for
anyone to use. This benefit has contributed tpafsularity in cryptographic software.
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V. PuBLIC KEY CRYPTOGRAPHY

5.1 Introduction

The RSA public key cryptosystem was invented biRRest, A. Shamir and L.

Adleman. The RSA cryptosystem is based on the diandiference between the ease of finding large
primes and the difficulty of factoring the prodwéttwo large prime numbers.

RSA is a public key algorithm invented by RivestaBir and Adleman. The key used for encryption
is different from (but related to) the key useddecryption.
The algorithm is based on modular exponentiatiommiers e, d and N are chosen with the property
that if A is a number less than N, then (Ae mod M@t N = A.
This means that you can encrypt A with e and daarging d. Conversely you can encrypt using d and
decrypt using e (though doing it this way roundssially referred to as signing and verification).

e The pair of numbers (e,N) is known as the publig &ed can be published.

e The pair of numbers (d,N) is known as the privag &nd must be kept secret.
The number e is known as the public exponent, theber d is known as the private exponent, and N
is known as the modulus. When talking of key lesgthconnection with RSA, what is meant is the
modulus length.
An algorithm that uses different keys for encryptand decryption is said to be asymmetric.
Anybody knowing the public key can use it to createrypted messages, but only the owner of the
secret key can decrypt them.
Conversely the owner of the secret key can enanggsages that can be decrypted by anybody with
the public key. Anybody successfully decryptinglsatessages can be sure that only the owner of the
secret key could have encrypted them. This faittddasis of the digital signature technique.

5.2 RSA Encryption

Suppose Bob wishes to send a message (say 'miicea Ao encrypt the message using the RSA enagpti
scheme, Bob must obtain Alice's public key pair, (8. The message to send must now be encrypied thss
pair (e , n). However, the message 'm' must beesepited as an integer in the interval [0, n-1]eforypt it,
Bob simply computes the number 'c’ where ¢ = rmfoe n. Bob sends the cipher text c to Alice.

53
To
modu

54

RSA Decryption
decrypt the cipher text c, Alice needs to usedwen private key d (the decryption exponent) amel t
lus n. simply computing the value of ¢ * d moglelds back the decrypted message (m).

Attacks against RSA

Through the basic algorithm is secure, there deeled on how RSA is implemented

1.

Forward search attack: If message space is prétictattacker can decrypt C simply by

Encrypting all possible messages until a match @iik obtained.

55

1.

arwn

Common modulus attack: If everyone is given theesamdulus ,# but different (e,d) pair, then under
certain conditions, it is possible to decrypt thessage without d.

Low encryption exponents: When encrypting with lewcryption exponents (e.g,= 3) and small
values of tham, (i.e.m < nl /e) the result ofmeis strictly less than the modulus In this case, cipher
texts can be easily decrypted by takingetieroot of the cipher text over the integers.

RSA has the property that the product of two cipeats is equal to the encryption of the product of
the respective plaintexts. That is mlem2e=(m1m2)d(m) Because of this multiplicative property a
chosen-cipher text attack is possible.

Key Generation Algorithm
Generate two large random primpsandq, of approximately equal size such that their pobau= pq
is of the required bit length, e.g. 1024 bits.
Compute n = pq and (php) = (p-1)(g-1).
Choose an integex 1 < e < phi, such that gcd(e, phi) = 1.
Compute the secret exponehtl < d < phi, such that ed1 (mod phi).
The public key is (n, e) and the private key (dgp,Keep all the values d, p, g and phi secrete [W
prefer sometimes to write the private key as (hetjause you need the value of n when using d.]
n is known as thenodul us.
e is known as thpublic exponent or encryption exponent or just theexponent.
d is known as theecret exponent or decryption exponent

© 2013, IJICSMC All Rights Reserved 131



M. Preethat al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 6, June- 2013, pg. 126-13

5.6 RSA ALGORITHM
1. Choose two distinct prime numbepsandg.
2. Letn=pg.
3. Leto(pg) =(@P-1)Q-1). @ is totient function).
4. Pick an integee such that 1 <€ <¢(pg), ande andg(pq) share no divisors other than & andg(pq)
arecoprime.
5. Findd which satisfies

dis a secret private key exponent.
1. The public key consists @&f(often called public exponent) an¢bften called modulus). The private
key consists oé andd (private exponent).
The messagm is encrypted using formula

Wherec is the encrypted message. The encrypted messdgerigted using formula

Encryption and decryption formulas show how to elecand decode a single integer. Bigger (or diffgren
pieces of information are encoded by convertingnthieto (potentially large) integers first. As RSA mot
particularly fast, it is usually only to encryptetkey of some faster algorithm. After RSA decrypts key, this
supplementary algorithm uses it to decrypt the oéte message.

RSA algorithm is fundamentally based on the Euleptem:

Wherea andn are positive integers arads a co-prime tan.

To break the algorithm from the mathematical silege needs to solve the factoring problem (findttihe
prime numbers that, when multiplied, produce thegiresult). When the picked numbers are large gimahe
problem cannot be easily solved by brute force andeast currently it also does not have easietyina
solution

Encryption
Sender A does the following:-
1. Obtains the recipient B's public key (n, e).
2. Represents the plaintext message as a positivgeinte 1 <m<n.
3. Computes the cipher text ¢ = mod n.
4. Sends the cipher tegtto B.
Decryption
The plaintext message can be quickly recovered whedecryption key d, an inverse of e modulo (1)
is known. (Such an inverse exists since gcd(e,(@-1))=1). To see this, note that if d el (mod (p-1)(g-1)),
there is an integer k such that d e = 1 + k(p-L)(dt follows that.
Cd — (Me)d — Mde: M1+k (p-1)(@-1)
By Fermat's theorem (assuming that gcd(M,p) = gcd{M™ 1, which holds except in rare cases, it fefio
that M"* 0 1 (mod p) and §1* 0 1 (mod q), consequently.
cl=M - (MV*ED M. 10 M (mod p)
and:-C'=M - (M*EDE M. 10 M (mod )
Since gcd(p,q) = 1, it follows that:-
C’ ' M (mod pq)

5.7 WORKING PRINCIPLES OF RSA ALGORITHM

1. To generate the primgsandg, generate a random number of bit length b/2 wbdsethe required bit
length ofn; set the low bit (this ensures the number is aid) set théwo highest bits (this ensures
that the high bit ofn is also set); check if prime (use tRabin-Miller test); if not, increment the
number by two and check again until you find a grinfihis isp. Repeat foiq starting with a random
integer of length b-b/2. If p<q, swaqpandq (this only matters if you intend using the CRTnfioof the
private key). In the extremely unlikely event that= q, check your random number generator.
Alternatively, instead of incrementing by 2, jusingrate another random number each time.
There are stricter rules in ANSI X9.31 to prodwi®ng primes and other restrictions gmandq to
minimize the possibility of known techniques beinged against the algorithm. There is much
argument about this topic. It is probably bettest fio use a longer key length.

2. In practice, common choices ferare 3, 17 and 65537(21). These are Fermat primes, sometimes
referred to as FO, F2 and F4 respectively (Fx=2(®T). They are chosen because they make the
modular exponentiation operation faster. Also, hgwhoserg, it is simpler to test whether gcd(e, p-

© 2013, IJICSMC All Rights Reserved 132



M. Preethat al, International Journal of Computer Science and MoBibmputing Vol.2 Issue. 6, June- 2013, pg. 126-13

1)=1 and gcd(e, g-1)=1 while generating and tedtiegprimes in step 1. Values pbr q that fail this
test can be rejected there and then. (Even bdtteris prime and greater than 2 then you can do the
less-expensive test (p mod e)!=1 instead of gccp=%£1.)

3. To compute the value fat, use theExtended Euclidean Algorithm to calculate d =&mod phi, also
written d = (1/e) mod phi. This is known a®dular inversion. Note that this is not integer division.
The modular inversd is defined as the integer value such that ed =od phi. It only exists it and
phi have no common factors.

4. When representing the plaintext octets as the septative integem, it is usual to add random
padding characters to make the size of the integarge and less susceptible to certain types atlatt
If m =0 or 1 or n-1 there is no security as thegher text has the same value. For more detailsoon h
to represent the plaintext octets as a suitableeseptative integam, see PKCS#1 Scheme below or
the reference itself [PKCS1]. It is important tokaasure that m < n otherwise the algorithm will.fai
This is usually done by making sure the first oofah is equal to 0x00.

5. Decryption and signing are identical as far asntia¢hematics is concerned as both use the privagte ke
Similarly, encryption and verification both use th&me mathematical operation with the public key.
That is, mathematically, for m <n,

m = (nf mod nf mod n = (M mod n§ mod n
However, note these important differences in imgstation:-

0 The signature is derived from a message digesteobtiginal information. The recipient will
need to follow exactly the same process to defieenhessage digest, using an identical set of
data.

o The recommended methods for deriving the represeatantegers are different for
encryption and signing (encryption involves randpadding, but signing uses the same
padding each time).

6. The original definition of RSA uses the Euler tatiéunctione(n) = (p-1)(g-1). More recent standards
use theCharmichael function A(n) = lcm(p-1, g-1) instead(n) is smaller thap(n) and divides it. The
value of d' computed by d' Z*enod(n) is usually different from that derived by d £ mode(n), but
the end result is the same. Both d and d' will yietca message 'mod n and both will give the same
signature value s =thmod n = nf mod n. To computg(n), use the relation

7. Mn) = (p-1)(a-1) / ged(p-1, 0-1).

5.8 Example of RSA encryption
Step 1. Select primes p=11, q=3.
Step 22 n=pg=11.3=33
phi = (p-1)(g-1) = 10.2 =20
Step 3: Choose e=3
Check gcd(e, p-1) = gcd(3, 10) = 1 (i.e. 3 andhd®e no common factors except 1),
and check gcd(e, g-1) = gcd(3, 2) = 1therefore gyqolti) = gcd(e, (p-1)(g-1)) = gcd(3, 20) =1
Step 4. Compute d such that edl (mod phi)
i.e. compute d = e-1 mod phi = 3-1 mod 20
i.e. find a value for d such that phi divides-©d
i.e. find d such that 20 divides 3d-1.
Simple testing (d =1, 2, ...) givesd =7
Check: ed-1 = 3.7 - 1 = 20, which is divisibledyi.
Step 5: Public key = (n, e) = (33, 3)
Private key = (n, d) = (33, 7).
This is actually the smallest possible value fer ttodulus n for which the RSA
Algorithm works. Now say we want to encrypt the sage m =7,
c=me mod n =73 mod 33 = 343 mod 33 = 13.
Hence the cipher text ¢ = 13.
Step 6: To check decryption we compute
m'=cd mod n =137 mod 33 =7.
Note that we don't have to calculate the full valfid3 to the power 7 here. We can
Make use of the fact that
a = bc mod n = (b mod n).(c mod n) mod n
so we can break down a potentially large numberiistcomponents and combine the
results of easier, smaller calculations to caleuthe final value.
One way of calculating m' is as follows:-
m' = 137 mod 33 = 13(3+3+1) mod 33 = 133.133 .18 3®
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=(133 mod 33).(133 mod 33).(13 mod 33) mod 33

=(2197 mod 33).(2197 mod 33).(13 mod 33) mod 33

=19.19.13 mod 33 = 4693 mod 33

=7.

Now if we calculate the cipher text c for all thespible values of m (0 to 32), we get
m012345678910111213141516

c 018273126181317310111219594

m 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
€2924281421222330162015726 2532

Note that all 33 values of m (0 to 32) map to aquricode c in the same range in a sort of randommenaln
this case we have nine values of m that map tsdinge value of ¢ - these are known as unconcealssages.
m =0, 1 and n-1 will always do this for any n,matter how large. But in practice, higher valuesustin't be a
problem when we use large values for n in the ooflseveral hundred bits.

If we wanted to use this system to keep secretscouwdd let A=2, B=3, ..., Z=27. (We specificallyas O
and 1 here for the reason given above). Thus #iatpkt message "HELLOWORLD" would be representgd b
the set of integers m1, m2, ...

(9,6,13,13,16,24,16,19,13,5)

Using our table above, we obtain cipher text integd, c2, ...

(3,18,19,19,4,30,4,28,19,26)

Remember that calculating me mod n is easy, bouksling the inverse c-e mod n is very difficuligly for
large n's anyway. However, if we can factor n iitsoprime factors p and q, the solution becomey easin,
even for large n's. Obviously, if we can get hdidhe secret exponent d, the solution is easy, too.

VI. PROPOSED ALGORITHM

6.1 OAEP

Optimal Asymmetric Encryption Padding (OAEP) is athod for encoding messages developed by Mihir
Bellare and Phil Rogaway . The technique of enapdirmessage with OAEP and then encrypting it wiAR
is provably secure in the random oracle model.rimfdly, this means that if hash functions are tn@gdom,
then an adversary who can recover such a messagjebmable to break RSA.

An OAEP encoded message consists of a ~"masked diitag concatenated with a ““masked random
number". In the simplest form of OAEP, the mast#tata is formed by taking the XOR of the plaintexdssage
M and the hasks of a random string. The masked random number is the XOR @fith the hastH of the
masked data. The input to the RSA encryption famcis then

[MOG(r)] ©O [r DHM OG(r)]

Often, OAEP is used to encode small items suctegs. Khere are other variations on OAEP (diffeonty
slightly from the above) that include a featurdemhl plaintext-awareness". This means that teitont a valid
OAEP encoded message, an adversary must know igimabrplaintext. To accomplish this, the plaintext
message M is first padded (for example, with angtiof zeroes) before the masked data is formed. AE
supported in the ANSI X9.44, IEEE P1363 and SEhdzaads.

The following notation will be used.

An octet is the eight-bit representation of angetewith the leftmost bit being the most signifitan
bit; this integer is the value of the octet.

An octet string is an ordered sequence of octdigrevthe first octet is the leftmost.

GCD(a,b) greatest common divisor of the two nontiegantegers a and b

LCM(a,b) least common multiple of the two nonnegaiintegers a and b

bxc the real number x rounded down to the closesper

dxe the real number x rounded up to the closesgert

XKkY concatenation of octet strings X and Y

X _ Y bitwise exclusive-or of octet strings X and Y

6.2 Security properties

The security of RSAES-OAEP depends on the secofitthe underlying RSA encryption and Decryption
primitives, RSAEP and RSADP and the Security of@#EP encoding method. The advantage of the
technique that is generically known as OAEP (Optidaymmetric Encryption Padding) is that under one
model of analysis -- the so-called random oraclel@he- the security of RSAES-OAEP can be tightliated to
the security of RSAEP/RSADP. This allows us to édeisthe security of RSAES-OAEP
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RSA encryption and decryption primitive over thearge many different researchers have considered the
security of RSAEP/RSADP. Boneh gives an excellemtesy of the main attacks which we summarize hiere.
some cases, the discussion of the private expahegfers to the inverse of e mod (p — 1)(q — 1ppgosed to
the alternative definition given in this documekiyowledge of either is of course sufficient to coopise
security.

1. Taking eth roots of ¢ modulo n when the facetian of n is unknown.

This is an open problem and there are currentlypraztical techniques for achieving this when typica
parameter choices are made. Although the RSA pmoldé taking eth roots modulo n is not known to be
equivalent to factoring the modulus, factorizatisnthe only method known for solving the problemtire
general case. Boneh and Venkatesan have showiif thare is an algebraic reduction from factorirgeth
roots in time T, then it is possible to factor myghly) time 2eT. This means that, for very snea(say, less
than 64), if factoring is hard, then the problemss rot equivalent (at least via algebraic redusjoRor larger e
(for instance, e = 216 + 1), there still might be efficient reduction. However, see further notetot for
possible methods of determining the private keymt] hence solving the problem as well as factotivgy
modulus, when sufficient information about the pterkey is leaked.

2. Factoring n and then taking eth roots of ¢ modul

Trends in the effectiveness of factoring integees @refully collated and scrutinized by the crgpéphic
community. Progress over past years has been drhduateady. Under a variety of models it is pbigsto
provide a range of predictions for the continuesistance of an RSA modulus n to a factoring attdtie most
recent factorization of an RSA modulus was RSA-542512-bit RSA modulus .It is possible to use this
empirical evidence as a base point from which t&emestimates for- 19the likely security of RSA miedaf
different sizes. While there are a variety of congums available which sometimes offer divergeetus, there
seems to be a general consensus that the secffieitgcbby 1024-bit RSAEP/RSADP is roughly equivalen
that offered by 80-bit symmetric key cryptographytérms of computational effortl. Note that therussn
freely choose appropriate parameter choices to gilevel of protection appropriate to the user'shaisk
assessment and key lengths of 2048-bit and hidifear an increasingly significant margin for secyriRecent
proposals to use an opto-electronic device TWINKbEpeed up part of the factoring process are elylito
have any significant impact at the recommendedmpater choices today.

3. Two users sharing a common modulus.

Two users should never share the same modulusen,itthey use different encryption/Decryption erpot
pairs. Systems that allow users to share modulisireg RSAEP/RSADP inappropriately.

4. Using a small private exponent d.

It may be tempting to use a small private exporefir reasons of efficiency. A basic implementatiafn
RSAEP/RSADP can be susceptible to attack if d 9®. It is conjectured that this might continueb®the
case if d < n0.5. A small private exponent d shawdtbe used.

5. Using a low public exponent e.

Some progress has been made [13] on exploitingufee of a low public exponent. While there is no
particular attack within the context of RSAES-OA#Rt compromises the security of the public expboeen 3,
more conservative users may prefer to use othelicpekponents such as e = 17 or e = 216 + 1 while s
retaining a very competitive performance for entigp Also, as noted further in Annex D.4.3.4 oflE Std
1363-2000 , a larger public exponent can providadditional level of defense in the case that théedying
random number generation fails in an implementatiothe OAEP method, undermining the security progs
offered by that method.

6. Broadcasting the same message to multiple users.

It has been known for some time that it can be fengabroadcast the same message to different ifseos
padding or a very simple padding scheme is usegliégiion of allows improvements to this originabsk to
be made. The application of EME-OAEP as the paddoigeme prior to encryption is sufficient to resigse
attacks.

7. Sending related messages to the same user.

For small e it can be possible to recover simplgtesl messages that are encrypted under the sdptie-pu
key . Extensions showed some practical applicatairttis work when small amounts of random padding
used prior to encrypting with RSAEP. In an att&cklescribed that applies to a case where thetpliends
by sufficiently many zeroes, and two or more ciptesits corresponding to the same plaintext ardablai The
application of EME-OAEP as the padding scheme gdancryption is sufficient to resist these atladdnder
an equivalent-cost analysis 1024-bit RSAEP/RSADPvimved as offering greater security than 80-bit
Symmetric key cryptography.

8. Using partial information about the private key

Given the dlog2 n/4e least significant bits of gnivate exponent d, it is possible to reconstrilodfed if e <
p n . Furthermore, when a small exponent e is ugwdmost significant half of the bits of d can Ibaked.
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Although determining the remaining bits is of cauill difficult, if the private exponent is pratied by
symmetric encryption, knowledge of the most siguifit half of the bits of d may facilitate a knowlaiptext
attack on the symmetric Encryption method. Accagiinit is essential that the remaining bits of firévate
key d Should be well protected.

9. Using partial information about the factors p, q

Given the dlog2n/4e least significant bits of psfreq) or the dlog2n/4e most significant bits dirgsp. q),
one can efficiently factor n . The entirety of thecret primes p and g should be protected. It reigdy
accepted that when RSAEP is used with appropriatanpeter choices and coupled with a secure padding
scheme like OAEP, then the most effective attad& factor the modulus n.

Under this assumption we can relate the securitfREAES-OAEP to the effort required to factor the
underlying modulus of different sizes. A crude mstie for the increased computing resources reqbiegdnd
that for factoring RSA-512can be derived for diéfiet sizes of RSA moduli. For 1024-bit RSA modtitie
factor increasing computational power is estimaasd7 x 106 while for 2048-bit RSA the estimate is 9
1015.Increases in computing power might be accouftteby some combination of the use of more mazein
increasingly powerful machines, or more calendareti The calendar time required for the factorizatad
RSA-512 was 3.7 months. Other issues like the apdtavailability of memory may also figure in démiy
predictions for the future security of RSAEP/RSARBRsons to call the security of RSAES-OAEP in daast
Luckily, this is not the case; RSAES-OAEP

Basic techniques to avoid implementation weakresse

The analytical securities of RSAEP/RSADP along WVRBAES-OAEP have been considered in previous
section. However we still need to implement RSAESEP securely.

It is possible that weaknesses could be introdugkdn writing RSAES-OAEP as a component of an
application, or when running an application fromiethso-called side-channel information can be deduc
Within an engineering environment, implementatiomes can be virtually eliminated by adopting ggodduct
design and engineering practices. Adequate teatwgproduct management throughout the developnyeie c
are essential. With regards to running an appboatising RSAES-OAEP, protection of all private key
information, secure memory management, and secuoe lgandling are all needed. Issues like the sowfc
random numbers are, of course, fundamental toetbergy of the implementation. Over recent yeaese¢thave
been several proposals to break cryptosystemsiliming so-called side-channel information. Exangpieclude
timing attacks, power analysis , and fault analysiplementations of RSAES-OAEP can be made regista
timing attacks and power analysis by ensuring #flathe steps in the computation of a private kpgration
take the same amount of time or consume the sanoardnof power .A more elegant approach to providing
resistance to timing attacks is to use blindinguggested by Ronald L. Rivest.

6.3 Optimal asymmetric encryption padding

In cryptography,Optimal Asymmetric Encryption Padding (OAEP) is a padding scheme often used
together with RSA encryption. OAEP was introducgdellare and Rogaway.

The OAEP algorithm is a form of Feistel networkigthuses a pair of random oracles G and H to peoces

the plaintext prior to asymmetric encryption. Whembined with any secure trapdoor one-way permnta'{l
this processing is proved in the random oracle rugeesult in a combined scheme which is semalhyica
secure under chosen plaintext attack. When implésdewith certain trapdoor permutations, OAEP ials
proved secure against chosen cipher text attaclERD&an be used to build an all-or-nothing transform
OAEP satisfies the following two goals:
1. Add an element of randomness which can be usedrteect a deterministic encryption scheme into a
probabilistic scheme.
2. Prevent partial decryption of cipher texts (or otimformation leakage) by ensuring that an adversar
cannot recol\'/er any portion of the plaintext withdaging able to invert the trapdoor one-way

permutation .

The original version of OAEP (Bellare/Rogaway, 1p%howed a form of "plaintext awareness" in the
random oracle model when OAEP is used with anydivap permutation. Subsequent results contradidtisd t
claim, showing that OAEP was only IND-CCA1 securawever, the original scheme was proved in the
random oracle model to be IND-CCA2 secure when OAERsed with the RSA permutation using standard
encryption exponents, as in the case of RSA-OAERimMproved scheme that works with any trapdoor one-
way permutation was offered by Victor Shoup to ediis problem. More recent work has shown thahen
standard model, that it is impossible to prove IN®-CCA2 security of RSA-OAEP under the assumed
hardness of the RSA problem.

To encode,

1. Messages are padded wighzeros to be — k, bits in length.
2. ris arandonk,-bit string
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3. G expands thé, bits ofr to n - ky bits.

4. X=m00..08 G(r)

5. Hreduces tha - kg bits of X to kg bits.

6. Y=r@® H(X

7. The output isX || Y whereX is shown in the diagram as the leftmost block dred the rightmost block.
To decode,

1. recover the random string as Y @ H(X)
2. Recover the messagera80..0 =X @ G(r)

The "all-or-nothing" security is from the fact thatrecover m, you must recover the entire X ardethtire
Y; X is required to recover r from Y, and r is réga to recover m from X. Since any changed bitaof
cryptographic hash completely changes the redudt, entire X, and the entire Y must both be complete
recovered.

6.4 Implementation of RSA Algorithm
Step 1: Create p & q
Step 2: Calculate N=p*q
Step 3: Calculate N1=(p-1)(g-1)
Step 4: Select Encryption
E=D.ModInverese(N1)
Step 5: Select Decryption
D=Choose 256 bits of random number
Step 6: Calculate OAEP
Padding
m=Give any value (random number)
Step 7: padding=m-plaintext length
Padded message M bit length of m
k=give a value (random number)
Create new random variable r of k bits
Step 8: Create G(r) which m bit integer from r bit integer
Gofr=r.shiftleft(m-k)
Step 9: Create pl & p2
p1=M.xor(gofr)
Hofpl=p1.shiftright(k-m)
P2=Hofp1.xor(r)
Step 10: plain=Concatenate pl and p2
Step 11: Decryption (OAEP)
r=(pl.shiftright(k-m)).xor(p2)
M=(r.shiftleft(m-k)).xor(p1)
Plaintext=M.shiftright(padding)
Step 12: Encryption
Cipher=plain.modpow(E,N)
Step 13: Decryption
Plaintext = Cipher.modpow(D,N)
OAEP Decryption (p1,p2)
Step 14: Plaintext=Plain.
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VII. RESULT AND DISCUSSION

RSA and RSA-OAEP are implemented in java. Theserilgns are tested by different file size and citau
the encryption and decryption times. The resukstabulated as follows

7.1 RSA-OAEP encryption decryption

Input Size Encryption Decryption Total Time
Time Time
14kb 10 52 62
24kb 13 61 74
30kb 16 66 82
39kb 17 101 118
62kb 17 142 159
Input Size(kb) Encryption Decryption Total Time
Time Time
14kb 15 63 78
24kb 16 76 92
30kb 15 78 93
39kb 15 170 185
62kb 16 190 206
350
300 ’

250 //
200

150 - == Rsa - oaep encryption

==¢-=Rsa encryption
100

50

14 24 30 39 62

7.2 RSA AND RSA — OAEP ENCRYPTION DECRYPTION

When comparing with RSA, RSA — OAEP algorithm regsimore time for encryption decryption. Whereas
RSA-OAEP is more secured cryptography algorithnmmtR&A, because RSA —OEAP includes OAEP concept,
which is more difficulty for the intruder to findh¢ plain text from the encrypted message. Sofihdized that
RSA —OAEP is secured encryption and decryptionrétyo.
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VIII. CONCLUSION

A slight modification of the well-known and praalcRSA-OAEP has been included encryption. According
to this scheme it has extra advantages, namelNRsCCA, security remains highly related to harones the
RSA problem, even in the multi-query setting. THeARprovides highest security to the business agiidin.
Moreover, this scheme can be used for encryptiofon§ messages without employing the hybrid and
symmetric encryption.
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